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Nanoscale features present in structural and functional materials affect their macroscopic properties and
hence have been extensively studied. As experimental investigations of different nanoscale events can be
tedious, computational techniques evolved as a cost-cutting method to replace or complement difficult to
perform experiments. Classical molecular dynamics (MD) simulation is an effective tool to study the
effect of specific nanostructural features on the overall mechanical behavior of the material. This article
reviews the MD simulation of the mechanical behavior of metal crystals under uniaxial monotonic load-
ing with and without the presence of defects such as grain boundaries (GBs), voids, and cracks. MD sim-
ulations showed that along with shear stress obtained through the Schmid factor, the normal stress to the
slip plane also influenced the slip of the single crystals, and that the stacking fault energy (SFE) controlled
dislocation and twin nucleation. GBs were observed to be regions of dislocation nucleation. Along with
the grain size effect, the SFE also affected the deformation mechanism, such as changing it from disloca-
tion slip in the grain to GB slip. MD simulations showed that voids and cracks emit dislocations and that
the type of dislocations emitted depended on the SFE of the material. The nucleation of trailing partial
dislocations on an adjacent plane to the leading partials resulted in twin formation. For configurations
containing both GB and cracks, MD simulations showed that twist GBs were more resistant to crack prop-
agation as compared to tilt GBs. The critical stress required for dislocation nucleation from the GB was
dependent on its GB energy and structure. In presence of low angle GBs and R GBs, voids became ener-
getically favorable sites for dislocation nucleation. Low angle GBs and R GBs require higher critical stress
for dislocation nucleation as compared to voids.
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1. Introduction

With an increase in computing facilities, computational
research groups have emerged [1] across the globe in recent dec-
ades and joined hands with experimentalists to solve engineering
problems in a short time and with limited funds [2]. Theoretical
researchers have also joined computational research groups to
model and predict the properties of materials [3,4]. Even a few
researchers have considered computational simulation as a third
branch in addition to experiments and theoretical works [3,4].
These groups also have come up with computational software,
codes, and tools to study and simulate various properties of mate-
rials using mathematical models and techniques. Computational
techniques are helping researchers to plan and execute necessary
experiments judiciously, saving time, and resources [5,6]. Along
with experiments, computational simulations help achieve a dee-
per understanding of basic science as well as develop an ability
for the lifetime prediction of structural materials [7–9]. Further,
computational simulations help in optimizing the parameters in
complex problems and reduce the risk of performing experiments
involving radiation or biological or toxic materials [2,6]. Computa-
tional simulations can perform and visualize events that are diffi-
cult or expensive through experimental procedures [10].
However, they are based on assumptions and approximations
and hence could lead to errors when compared to experiments
[4]. The ability of the computational tool to predict the correct out-
put efficiently depends on both the method of minimization of
errors (desired accuracy) and the algorithm for the fast conver-
gence of the solution [2].

Although the bulk properties and behavior of materials can be
different depending on the length scale, for example, that at nano
and micron-scale [1,11,12], the features at the nanoscale funda-
mentally affect the bulk properties [8,13,14]. For example, a few
atoms of dopant can change the type of semiconductor and its con-
ductivity [14]. The study of materials at the nanoscale has opened a
field called nanotechnology [8]. It has been 60 years since Richard
Feynman’s ‘‘There’s Plenty of Room at the Bottom. . .’’ [15] talk but
there is still a large scope to study materials at the nanoscale level.
Nanotechnology has scaled down devices to make possible the use
of smart devices in our daily lives [1,8]. Nanomaterials or materials
at the nanoscale have many interesting features such as point
defects, voids, dislocations, grain boundaries (GBs), precipitates,
etc. [1] which are distinct from bulk features in their appearance
and behavior and hence affect the properties compared to corre-
sponding bulk materials [14]. Both nanoscale and bulk properties
can be studied using various computational techniques developed
to probe features at different time and length scales [1,11]. Atomis-
tic simulation such as classical molecular dynamics (MD) is one
such technique used to study nanoscale events [10,16] that are
otherwise difficult to perform through experimental methods
[4,17]. One example is the study of materials at the nanoscale using
Transmission Electron Microscope (TEM) [1,18] and here MD can
complement TEM with help in visualization of the evolution of
events [19]. The events that happen or evolve dynamically at frac-
tions of seconds are difficult to capture experimentally [6,20]. One
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such example of a type of study by MD simulation is the collision
cascade in an irradiation environment which lasts for fractions of a
nanosecond [21]. Nanoscale events such as the interaction of dislo-
cations, nanoprecipitates, nanocracks, and GBs, which affect the
mechanical behavior of the material, can be studied effectively
using MD [1,22]. Further, the MD technique can also be used to
visualize and validate the mathematical deformation models for
metals. One of the advantages of MD simulation is that it can study
specific nano-scale events [17], for example, the interaction of dis-
location with a precipitate or GB [23], deformation of each crystal
in a polycrystal, or deformation of single crystals [24]. Apart from
the study of materials behavior, computational simulations can
also calculate the basic properties of the materials [25].

The deformation behavior of the materials is affected by the
mode of loading, temperature, strain rate, and microstructure,
which in turn consists of different types and morphologies of dis-
locations, GBs [11], precipitates, cracks [26], and voids. The knowl-
edge of the deformation behavior and mechanical properties at
these conditions is important so as to be able to deploy the mate-
rials for specific applications [8]. The desired mechanical proper-
ties can be achieved by modifying features at the micro and nano
scales. For example, the magnitude of the dislocation density or
the areal fraction of special boundaries can change the mechanical
properties [14]. Another example is the presence of radiation-
induced point defects that can alter the strength and change the
ductile to brittle transition temperature of materials [21,27,28].
This article reviews the use of MD simulations in bringing out
the deformation behavior of metal crystals in the presence of
voids/cracks and GBs/interfaces in FCC, BCC, and HCP metals.
2. Atomistic simulations

2.1. Multi-scale simulations

Multi-scale computational techniques aim at solving problems
at different time and length scales [11]. The time scale ranges from
femtoseconds to years and the length scale ranges from nanome-
ters to meters. The basic building units in each time and length
scale are distinct. For example, in the atomistic scale, atoms and
dislocations are basic building units implemented through MD
and dislocation dynamics (DD) techniques [29–31], respectively.
In these simulations time and length scales are independent vari-
ables, whereas material properties such as elastic modulus, con-
ductivity, strength, etc. are the depedent variables [13].
Mathematical models or a set of equations are formulated to corre-
late the independent and dependent variables [32]. Historically in
some cases, mathematical models were formulated before experi-
mental observations, for example, dislocations were modeled in
the late 19th century while its observation using TEM was in the
late 1950s [18]. So, it is important to correctly model the physical
phenomena to mimic reality [33]. Necessary initial values and
boundary conditions are applied to models to accurately arrive at
the solution [13].

Fig. 1 illustrates the flow of computational techniques at differ-
ent time and length scales. There is no single model or technique to



Fig. 1. Schematic showing multi-scale computational techniques and their time and length scales.
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solve problems covering all time and length scales [34]. Each com-
putational technique not only focuses on solving the problems
within a particular scale but also passes the output to other scale
techniques to create a multiscale picture of the problem [11]. Ab
initio method involves a calculation of the electronic structure of
the elements. While the ab initio method is useful in studying
the basic properties of the materials, it fails to handle a larger num-
ber of atoms [1,25]. MD can handle a few millions of atoms. The
input for MD comes from ab initio calculations/density functional
theory (DFT) involving electronic configurations of the atoms
[10]. MD can calculate the mobility of the dislocations both in
the matrix and in the presence of obstacles (precipitate, interface).
The output from MD is transferred to DD to calculate hardening
parameters due to dislocation interaction with itself [11] and with
the precipitates. Large strain problems and dislocation interaction
with GBs increase the complexity with the standalone DD tech-
nique [11]. Crystal plasticity (CP) takes in the hardening parame-
ters to study the microstructure and texture evolution. In
general, the continuum method cannot deal with sharp interfaces
like GBs making it difficult to study the evolution of nanoscale fea-
tures [14]. It is also difficult to incorporate the orientation details
into the continuum model [35]. However, it is to be noted that
there are MD/Finite element approaches with assumptions and
limitations to study nanoscale features [10,36]. Budarapu et al.
[37] and Talebi et al. [38] formulated a coarse-grained technique
to study fracture through multiscale methods from atomistic to
coarse-grained and presented an open-source software PERMIX
[38]. The Finite Element Method (FEM) uses the stress–strain rela-
tion from CP to explore real-life problems on structural compo-
nents. The ‘‘bottom-up approach” in Fig. 1 is related to the
deformation problem. A similar flow of computational techniques
is available for various other problems [1,13,33]. This article
focusses on the MD technique to study the deformation behavior
at the nanoscale level and possible outputs that can be transferred
to the higher scales. The most common MD code used by many
researchers from various fields is LAMMPS (Large-scale Atomic/
Molecular Massively Parallel Simulator)[39]. Other common MD
codes/software are GROMACS [40], NAMD [41] and CHARMM [42].
3

2.2. Classical molecular dynamics technique

MD is essentially the application of classical mechanics to treat
the evolution of atoms interacting via a determined potential at
nanometer length and picosecond time scales. It is now almost
70 years since the first paper describing the use of MD was pub-
lished. In the year 1952, Green used autocorrelation functions to
study transport coefficients [43]. Using his formulations, research-
ers started working on conductivity problems [44]. Since conduc-
tivity simulations didn’t give the desired results, researchers
moved to viscosity problems [45]. Ashurst and Hoover successfully
simulated steady flow by maintaining the temperature using a
reservoir [5,45]. With the improvement in the boundary conditions
in a system with a reservoir, dynamic simulations of radiation
damage [46] and shockwave were successful [47]. After these suc-
cessful simulations, modifications in algorithms, ensembles, and
interatomic potentials improved the MD technique. Verlet came
up with an easy algorithm to integrate Newton’s equation on a
thousand-particles system [48]. Nose extended the usage of the
ensemble in MD simulations by independently maintaining the
pressure [49] and temperature [50] constant. Holian and Ravelo
modified the interatomic potential to study brittle fracture using
non-equilibrium molecular dynamics (NEMD) [51]. Kröger et al.
modified NEMD to analyze the plastic yield of metal [9]. In 1976,
Ashurst and Hoover studied fracture of crystals using Newton’s
equations of motion [5]. In 1981, Parrinello and Rahman studied
the deformation of nickel by applying uniaxial stress using MD
[22]. Following them, there were a lot of research works on the
deformation of metals using MD in the late 20th century
[12,45,51–55]. Now, MD has emerged as an indispensable tech-
nique in the field of physics, chemistry, biology, and materials
science [3].

MD is a powerful computational technique to study the dynam-
ics of many-body systems [3]. MD is successful in studying nanos-
cale features as fundamentally all the material’s properties came
out as a consequence of the arrangement and interaction of atoms
[18]. The quotes by Democritus’ ‘‘. . .in reality there are atoms and
the void. . .” [33] and Richard Feynman ‘‘. . .I, a universe of atoms,
an atom in the universe” emphasize the importance of atoms. With
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the initial input of position and velocity of atoms, MD uses New-
ton’s law of motion to calculate the trajectories of atoms [2].

F ¼ ma ¼ m
dv
dt

¼ m
d2r
dt2

ð1Þ

v tð Þ ¼ x t þ Dtð Þ � x t � Dtð Þ
2Dt

ð2Þ

x t þ Dtð Þ ¼ 2x tð Þ � x t � Dtð Þ þ a tð ÞDt2 ð3Þ
Integrating Newton’s equation (1) gives position and velocity as

a function of time. Equation (3) gives the position of atoms at t þ Dt
when the position and velocity of atoms at t are known. The time-
step Dt is chosen as a small value in picoseconds so as to reduce the
error between the previous and current atomic positions during
the integration process [2]. The interaction of atoms is given by
interatomic potentials which describe the accuracy of the MD sim-
ulations [1]. During initial deformation studies using MD, Lennard-
Jones (LJ) and Morse potentials were used [51,56,57]. The pair
potential energy (ELJ

ij ) between two atoms i and j described by LJ
potential [58] is given by

ELJ
ij ¼ 4eij

rij

rij

� �12

� rij

rij

� �6
" #

ð4Þ

eij is the depth of the potential well, rij is the equilibrium dis-
tance, and rij is the distance between the atoms. The LJ potential
is used for faster and cost-effective simulations but does not accu-
rately predict metallic properties such as elastic contacts and
stacking fault energy (SFE) [59]. Morse potential is another simple
two-body potential used to study systems involving non-metallic
and metallic elements such as C-Al [58]. The Morse pair potential
energy (EMorse

ij ) is defined by - D0 is the depth of the potential well,
a is the elastic modulus, rij is the distance between the atoms, and
r0 is the equilibrium distance.

EMorse
ij ¼ D0 e�2a rij�r0ð Þ � 2e�a rij�r0ð Þh i

ð5Þ

During simulations of tensile deformation of metals by Macmil-
lan and Kelly [60], the system became unstable while using the
Morse potential. The Morse potential could not predict the ideal
strength of BCC metals [61]. Many-body potentials such as the
Finnis-Sinclair (F-S) [62] and the embedded atom method (EAM)
[63] potentials that emerged in the same year could predict metal-
lic properties better than two-body potentials. The F-S potential
consists of two parts – repulsive term U rij

� �
between atoms i and

j separated by a distance of rij and cohesive term g rij
� �

based on
second-moment approximation in tight-binding theory.

EF�S
i ¼ 1

2

X
j–i

U rij
� �� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

j–i

g rij
� �s

ð6Þ

The EAM potential [9,51] is widely used for metallic elements
(say a and b), as it can explain both the electronic part Ua&q rð Þ
and pairwise part / rð Þ of the interaction of the atoms i to j. The
computational cost is twice while using the EAM potential than
the LJ potential. However, the EAM potential can accurately predict
lattice parameters, elastic constants, and SFE of the metals. The
EAM potential is expressed as

EEAM
i ¼ Ua

X
j–i

qb rij
� � !

þ 1
2

X
j–i

/ab rij
� � ð7Þ

where rij is the separation distance between atoms i to j, Ua is the
energy required to embed an atom in the electron cloud, and q rð Þ
is the electron transfer function between the atoms [2]. Various
4

EAM potentials were developed and modified to study mechanical
properties; further details on this can be found in reference [64–
66]. The Force (F) and the interatomic potential (E) are connected
by the equation F ¼ �rE where E can be either ELJ

ij or EMorse
ij or

EF�S
i or EEAM

i . The potentials discussed above have been modified
and used for various computational studies, however, here, the
potentials are grouped under either LJ, Morse, F-S or EAM in the
Tables 1, 2, and 3.

Equations (1)–(3) compute the changes in position and velocity
and thereby change the force and energy of the system. To com-
pute the macroscopic properties of materials, ensembles are used.
The system can be in either of the below ensembles depending on
the following [2]:

1) Microcanonical ensemble (NVE): constant number of atoms,
volume, and energy.

2) Isothermal–isobaric ensemble (NPT): constant number of
atoms, pressure, and temperature.

3) Canonical ensemble (NVT): constant number of atoms, vol-
ume, and temperature.

4) Grand canonical ensemble (mVT): constant chemical poten-
tial, volume, and temperature.

5) Isoenthalpic–isobaric ensemble (NPH): constant number of
atoms, pressure, and enthalpy.

The material properties change dynamically in a MD simulation
during transient and steady states. The averaged value of a mate-
rial property can be calculated either by averaging the values taken
from various simulations or by averaging the values taken at vari-
ous time steps in a single simulation. The earlier method is termed
as ensemble average and the latter method is termed as time aver-
age. According to the ergodic hypothesis, the ensemble average is
equivalent to the time average, and thus the properties in a single
simulation can be used to determine the average values [2]. Ther-
modynamic properties such as temperature T and pressure P are be
calculated using the following equations [67]:

T ¼ 2
3Nk

XN
i

miv2
i

2
ð8Þ

Pij ¼
PN

amavaivaj

V
þ
PN

a rai:Faj

V
ð9Þ

where k is the Boltzmann constant, N is the number of atoms, T is
the temperature, V is the volume of the system, ma is the mass,
va is the velocity, ra is the position vector and Fa is the force vector
of the atom a.
3. Deformation behavior of metals

The strength of a material depends on the length scale of its
microstructural features. For a single-phase metal, it would depend
on its dislocation spacing and grain size. Fig. 2 shows the variation
of strength from a single crystal to ultra-fine grain metals. The red-
colored regions represent single crystal and nanocrystal configura-
tions. The red-colored region also represent single crystal configu-
rations in the presence of defects such as voids, dislocations,
cracks, and GBs. The blue-colored region represents structural
materials ranging from polycrystal to ultra-fine grain metals. The
experimental tensile strength values presented in Fig. 2b have
been taken from these articles [68–74]. For a single crystal, defect
types and their configurations play a role in its strength. The
strength of a single crystal with no defects is the highest and with
an increase in the number of point defects the strength decreases
drastically. With the presence of dislocations and interfaces, the



Table 1
The maximum stress of single crystal configurations during uniaxial simulations. The interatomic potentials used in the simulations are shown with their corresponding
references. F-S refer to the Finnis-Sinclair potential and EAM refer to the embedded atom method potential. For data not available in the literature, the corresponding cells are left
blank.

Literature and axis
of pulling

Metal Crystal
structure

Atomic
number (Z)

Temperature
(K)

Strain rate
(/ps)

Maximum
stress (GPa)

Interatomic potential

Lynden-Bell(1995)
[53]
[100]

Pt FCC 78 0 26.00 F-S (Sutton 1990[109])

Rh FCC 45 0 28.70
Au FCC 79 0 14.82
Ag FCC 47 0 11.77

Branício(2000)[57]
h001i

Ni FCC 28 300 5 � 10�4 8.87 EAM (Chantasiriwan 1998[110])

Ni FCC 28 300 5 � 10�3 9.25
Ni FCC 28 300 5 � 10�2 11.85
Ni FCC 28 300 7 � 10�2 12.78
Ni FCC 28 300 0.15 15.92

Komanduri(2001)
[80]
[001]

Al FCC 13 293 6.45 Morse (Morse 1929[111])

Cu FCC 29 293 14.27
Ni FCC 28 293 17.96
Fe BCC 26 293 14.32
Cr BCC 24 293 15.52
W BCC 74 293 25.59

Koh(2005)[79]
[001]

Pt FCC 78 50 4 � 10�4 12.19 F-S (Sutton 1990[109])

Pt FCC 78 300 4 � 10�4 8.47
Pt FCC 78 50 4 � 10�3 13.18
Pt FCC 78 300 4 � 10�3 9.33
Pt FCC 78 50 4 � 10�2 18.35
Pt FCC 78 300 4 � 10�2 11.98

Chen(2005)[90]
[001]

Au FCC 79 200 0.2 10.81 EAM (Johnson 1988[112])

Au FCC 79 300 0.2 10.18
Au FCC 79 400 0.2 9.40
Au FCC 79 500 0.2 8.46
Au FCC 79 600 0.2 8.21

Rabkin(2007)[75]
[001]

Au FCC 79 0 1 � 10�4 2.67 EAM (Foiles 1986[113], Cai 1996[114], Grochola
2005[115])

Au FCC 79 50 1 � 10�4 2.21
Au FCC 79 100 1 � 10�4 1.91
Au FCC 79 150 1 � 10�4 1.68
Au FCC 79 200 1 � 10�4 1.50
Au FCC 79 300 1 � 10�4 1.09
Au FCC 79 500 1 � 10�4 0.74

Wang(2007)[82]
[100]

Cu FCC 29 293 1.3 � 10�2 0.60 EAM (Johnson 1988[112])

Cu FCC 29 293 1.3 � 10�3 0.46
Cu FCC 29 293 1.6 � 10�4 0.38

Setoodeh(2008)[61]
[100]

Ni FCC 28 100 10.76 EAM (Oh 1988 [116])

Ni FCC 28 200 9.61
Ni FCC 28 300 8.51
Ni FCC 28 400 7.71
Ni FCC 28 500 6.50

Wen(2008)[89]
[001]

Ni FCC 28 300 1 � 10�4 7.99 F-S (Sutton 1990[109])

Ni FCC 28 300 1 � 10�3 8.15
Ni FCC 28 300 2 � 10�3 8.32
Ni FCC 28 300 5 � 10�3 8.49
Ni FCC 28 300 1 � 10�2 8.88
Ni FCC 28 300 2 � 10�2 9.30
Ni FCC 28 300 5 � 10�2 9.95
Ni FCC 28 300 8 � 10�2 10.27
Ni FCC 28 300 0.1 10.85
Ni FCC 28 300 0.14 11.33

Lao(2013)[6]
h100i

Au FCC 79 2 4.2 EAM (Daw 1984 [63])

Cu FCC 29 300 4.9
Ni FCC 28 300 8.3
Pd FCC 46 100 7.5

Xu(2013)[99]
[001]

Al FCC 13 10 6 � 10�4 2.22 EAM (Voter 1987 [117])

Al FCC 13 300 6 � 10�4 1.11

(continued on next page)
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Table 1 (continued)

Literature and axis
of pulling

Metal Crystal
structure

Atomic
number (Z)

Temperature
(K)

Strain rate
(/ps)

Maximum
stress (GPa)

Interatomic potential

Wang(2013)[100]
h100i

Ni FCC 28 0 1.4 � 10�3 14.80 EAM (Daw 1984 [63])

Ni FCC 28 300 1.4 � 10�3 11.10
Ni FCC 28 600 1.4 � 10�3 8.60
Ni FCC 28 900 1.4 � 10�3 6.50
Ni FCC 28 1200 1.4 � 10�3 4.20
Ni FCC 28 1500 1.4 � 10�3 2.00
Ni FCC 28 0 5.5 � 10�3 5.80
Ni FCC 28 300 5.5 � 10�3 12.00
Ni FCC 28 600 5.5 � 10�3 9.20
Ni FCC 28 900 5.5 � 10�3 6.90
Ni FCC 28 1200 5.5 � 10�3 4.70
Ni FCC 28 1500 5.5 � 10�3 2.50
Ni FCC 28 0 9.7 � 10�3 3.50
Ni FCC 28 300 9.7 � 10�3 12.20
Ni FCC 28 600 9.7 � 10�3 9.50
Ni FCC 28 900 9.7 � 10�3 7.10
Ni FCC 28 1200 9.7 � 10�3 4.90
Ni FCC 28 1500 9.7 � 10�3 2.70
Ni FCC 28 0 1.4 � 10�2 2.50
Ni FCC 28 300 1.4 � 10�2 11.50
Ni FCC 28 600 1.4 � 10�2 9.60
Ni FCC 28 900 1.4 � 10�2 7.40
Ni FCC 28 1200 1.4 � 10�2 5.00
Ni FCC 28 1500 1.4 � 10�2 2.60

Amigo(2014)[101]
[100]

Cu FCC 29 0.1 1 � 10�4 11.70 EAM (Williams 2006 [118])

Cu-0.1at.
% Ag

FCC 29 0.1 1 � 10�4 11.50

Cu-0.2at.
% Ag

FCC 29 0.1 1 � 10�4 11.10

Cu-0.3at.
% Ag

FCC 29 0.1 1 � 10�4 11.00

Cu-0.4at.
% Ag

FCC 29 0.1 1 � 10�4 10.90

Cu-0.5at.
% Ag

FCC 29 0.1 1 � 10�4 10.70

Cu FCC 29 100 1 � 10�4 10.19
Cu-0.2at.
% Ag

FCC 29 100 1 � 10�4 9.69

Cu-0.4at.
% Ag

FCC 29 100 1 � 10�4 9.69

Cu FCC 29 300 1 � 10�4 7.39
Cu-0.2at.
% Ag

FCC 29 300 1 � 10�4 6.50

Cu-0.4at.
% Ag

FCC 29 300 1 � 10�4 7.03

Ren(2014)[102]
[0001]

Ti HCP 22 300 1 � 10�4 4.63 EAM (Zope 2003 [119], Kim 2006[120]) and F-S
(Ackland 1992 [121])

Aghababaei(2014)
[103]
h0001i

Mg HCP 12 5 1 � 10�3 8.90 EAM (Sun 2006 [122])

Healy(2014)[104]
[001]

Fe BCC 26 300 2.5 � 10�4 1.92 EAM (Mendelev 2003 [123])

Saha(2016)[105]
h100i

W BCC 74 10 1 � 10�3 23.72 EAM (Daw 1984 [63])

W BCC 74 100 1 � 10�3 18.13
W BCC 74 500 1 � 10�3 13.23
W BCC 74 1000 1 � 10�3 12.78
W BCC 74 1500 1 � 10�3 9.65

Ma(2016)[98]
[100]

W BCC 74 293 16.50 EAM (Zhou 2004 [124])

W BCC 74 473 15.40
W BCC 74 673 12.00
W BCC 74 873 10.60
W BCC 74 1073 9.90

Mahata(2016)[59] Mg-5Li HCP 12 4.2 1 � 10�5 0.49 EAM (Kim 2012 [125])
Mg-5Li HCP 12 4.2 1 � 10�4 0.49
Mg-5Li HCP 12 4.2 1 � 10�3 0.53
Mg-5Li HCP 12 4.2 1 � 10�2 0.55
Mg-5Li HCP 12 300 1 � 10�3 0.48
Mg-5Li HCP 12 500 1 � 10�3 0.36
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Table 1 (continued)

Literature and axis
of pulling

Metal Crystal
structure

Atomic
number (Z)

Temperature
(K)

Strain rate
(/ps)

Maximum
stress (GPa)

Interatomic potential

An(2017)[106]
[0001]

Ti HCP 22 10 6 � 10�4 10.21 EAM (Zhou 2001 [126])

Ti HCP 22 300 6 � 10�4 8.33
Chang(2017)[107]

Chang(2018)
[108]
[0001]

Ti HCP 22 300 1 � 10�4 4.47 F-S (Ackland 1992 [121])

Ti HCP 22 300 1 � 10�3 5.22
Ti HCP 22 300 2 � 10�3 5.39
Ti HCP 22 300 5 � 10�3 5.72
Ti HCP 22 300 8 � 10�3 6.30
Ti HCP 22 300 1 � 10�2 6.27
Ti HCP 22 300 2 � 10�2 7.47
Ti HCP 22 300 5 � 10�2 9.11
Ti HCP 22 300 8 � 10�2 9.69
Ti HCP 22 300 0.1 10.30

Table 2
The maximum stress of GB/interface configurations during uniaxial simulations. The interatomic potentials used in the simulations are shown with their corresponding refered
literature. The cell(s) in Table 2 are left blank as there is no value found in the literature.

Literature and loading direction to
the GB plane

Metal GB type and their
spacing (nm)

Atomic
number (Z)

Temperature
(K)

Strain rate
(/ps)

Maximum stress
(GPa)

Interatomic potential

Afanasyev(2007)[141]
Perpendicular

Au Twin – 0 79 300 3 � 10�5 4.60 EAM (Foiles 1986
[113])

Au 18.2 79 300 3 � 10�5 4.60
Au 12.2 79 300 3 � 10�5 4.61
Au 7.3 79 300 3 � 10�5 4.88
Au 4.1 79 300 3 � 10�5 4.91
Au 2.1 79 300 3 � 10�5 5.35

Liu(2016)[88]
Random

Ni Twin � 1.22 28 300 1 � 10�3 3.47 EAM (Mishin 1999
[150])

Ni 2.44 28 300 1 � 10�3 3.70
Ni 3.66 28 300 1 � 10�3 3.93
Ni 4.88 28 300 1 � 10�3 3.77
Ni 6.10 28 300 1 � 10�3 3.66
Ni 7.32 28 300 1 � 10�3 3.50

Borovikov(2017)[148]
Perpendicular

Cu R11 � 17 29 300 1 � 10�4 2.50 EAM (Williams 2006
[118])

Ag 17 47 300 1 � 10�4 1.68
Zhao(2018)[149]

Perpendicular
Fe Twin � 1.98 26 300 5 � 10�4 12.14 EAM (Mendelev 2003

[123])
Fe 7.92 26 300 5 � 10�4 12.97

Parallel Fe 1.98 26 300 5 � 10�4 24.60
Fe 7.92 26 300 5 � 10�4 25.11
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strength reduces further from GPa to MPa. Depending on the pro-
cessing methods, the strength may vary in the range of a few
100 MPa. Severe plastic deformation gives rise to ultra-fine grains
in the metals resulting in higher strength than that of fine-grain
polycrystals, due to the Hall-Petch strengthening effect [1,72].
Nanograins/particles exhibit higher strength due to the confine-
ment of dislocation within a small particle or grain [75].

This article focusses on nano-length scale features evolving at a
nano-time scale period whose strength lies in the range of a few
GPa as seen in the red-colored region in Fig. 2. Nano-length scale
features in a metallic system include point defects, dislocation,
GBs, and nano-time scale events include dislocation motion and
their interaction, nanocrack blunting and growth which forms
the basis for deformation mechanism at the nanoscale [11]. The
testing method of the nanoscale features and observation of the
nanoscale events using the atomistic simulations are similar to
experiments that are discussed in the sections below. The strain
rate in MD simulations is relatively high compared to that in
7

experiments, primarily due to the small timestep required during
the simulation. This is also a reason for the high value of the
strength of the material obtained in the MD simulations. Not being
able to achieve realistic strain rates is a limitation of MD. However,
despite the high strain rates, MD simulations could still be used to
determine basic strain rate-independent material properties and to
study the general mechanical behavior of nanomaterials [76]. The
stress response of the system can be calculated in two ways: (i)
the total pressure of the system from equation (9), and (ii) the
stress per-atom, which helps in visualizing the stress gradient at
dislocation core, crack tip, and GB/interface. The stress tensor
(rij) for an atom consist of two terms – kinetic energy term
(mv iv j) and virial term. The virial term consists of pairwise energy
contribution (for Np atoms), bond contribution (for Nb atoms),
angle (for Na atoms), dihedral (for Nd atoms), improper (for Ni

atoms) and long-range Coulombic interactions (Kspace) and inter-
nal constraint forces (for Nf atoms) [77–79].



Table 3
The maximum stress of single crystal configurations in the presence of void/crack during uniaxial simulations. The characteristics of the void and crack configurations are given in
the first column of the table. The interatomic potentials used in the simulations are shown with their corresponding references. F-S refer to the Finnis-Sinclair potential and EAM
refer to the embedded atom method. Some cells in table 3 are left blank as for those conditions no values were found in the literature.

Literature, axis of pulling, and
characteristics of void/crack

Metal Void diameter/crack
length (nm)

Atomic
number (Z)

Temperature
(K)

Strain
rate (/ps)

Maximum
stress (GPa)

Interatomic potential

Potirniche(2006)[163]
[100], center cylindrical-void

Ni 1.52 28 300 1 � 10�2 12.02 EAM (Daw 1984 [63])

Ni 3.06 28 300 1 � 10�2 9.68
Ni 6.08 28 300 1 � 10�2 9.12
Ni 9.04 28 300 1 � 10�2 8.18

Traiviratana(2008)[164]
[001], center spherical-void

Cu 1.00 29 1 � 10�4 11.24 EAM (Mishin 2001 [169])

2.00 29 1 � 10�4 8.75
4.00 29 1 � 10�4 6.94
8.00 29 1 � 10�4 5.62

Tang(2012)[159]
[001], center spherical-void

Cu 0.78 29 300 1 � 10�3 2.46 F-S (Dai 2006 [111])

Cu 1.16 29 300 1 � 10�3 2.41
Cu 1.96 29 300 1 � 10�3 2.12
Cu 3.84 29 300 1 � 10�3 1.66
Cu 7.76 29 300 1 � 10�3 1.29
Cu 11.56 29 300 1 � 10�3 1.08
Cu 15.44 29 300 1 � 10�3 0.97
Ta 1.00 73 300 1 � 10�4 3.48
Ta 2.00 73 300 1 � 10�4 2.90
Ta 3.00 73 300 1 � 10�4 2.64
Ta 4.00 73 300 1 � 10�4 2.55
Ta 5.00 73 300 1 � 10�4 2.32
Ta 6.64 73 300 1 � 10�4 2.13
Ta 10.00 73 300 1 � 10�4 1.95
Ta 14.94 73 300 1 � 10�4 1.81
Ta 22.04 73 300 1 � 10�4 1.70
Ta 29.92 73 300 1 � 10�4 1.59
Ta 44.92 73 300 1 � 10�4 1.64
Ta 59.94 73 300 1 � 10�4 1.53
Ta 0.20 73 300 1 � 10�3 3.52
Ta 0.40 73 300 1 � 10�3 3.54
Ta 0.60 73 300 1 � 10�3 3.64
Ta 1.00 73 300 1 � 10�3 3.37
Ta 1.20 73 300 1 � 10�3 3.32
Ta 1.40 73 300 1 � 10�3 3.23
Ta 1.60 73 300 1 � 10�3 3.02
Ta 2.00 73 300 1 � 10�3 2.93
Ta 2.40 73 300 1 � 10�3 2.78
Ta 3.00 73 300 1 � 10�3 2.75
Ta 3.40 73 300 1 � 10�3 2.61
Ta 4.00 73 300 1 � 10�3 2.61
Ta 5.00 73 300 1 � 10�3 2.49
Ta 6.00 73 300 1 � 10�3 2.29
Ta 6.58 73 300 1 � 10�3 2.14
Ta 7.90 73 300 1 � 10�3 2.14
Ta 9.96 73 300 1 � 10�3 2.01
Ta 22.04 73 300 1 � 10�3 1.71

Wen-Ping(2012)[161]
[010], edge rectangular thru-thick-
ness-crack; width 0.35 nm

Ni 3.52 28 0 2 � 10�4 12.96 EAM (Mishin 1999 [150])

Ni 3.52 28 30 2 � 10�4 12.28
Ni 3.52 28 300 2 � 10�4 13.32

Zhang(2013)[35]
[010], center rectangular thru-thick-
ness-crack

Ni 10 28 0.1 2 � 10�5 7.01 EAM (Angelo 1995 [170])

Cui(2014)[160100], edge rectangular
thru-thickness-crack

Cu 1.15 29 0 7.63 EAM (Mishin 1999 [150])

Cu 2.17 29 0 6.05
Cu 3.20 29 0 5.32
Cu 4.22 29 0 4.81
Cu 5.24 29 0 4.45
Al 1.29 13 0 5.95
Al 2.43 13 0 4.81
Al 3.58 13 0 4.64
Al 4.73 13 0 4.55
Al 5.87 13 0 4.36

Aghababaei(2014)[103]
h0001i

Mg 0 12 5 1 � 10�3 8.90 EAM (Sun 2006 [122])

Center spherical-void Mg 2 12 5 1 � 10�3 5.75
Center square-crack Mg 2 12 5 1 � 10�3 5.09
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Table 3 (continued)

Literature, axis of pulling, and
characteristics of void/crack

Metal Void diameter/crack
length (nm)

Atomic
number (Z)

Temperature
(K)

Strain
rate (/ps)

Maximum
stress (GPa)

Interatomic potential

Pei(2015)[165]
Twin boundaries ahead of edge thru-
thickness-crack

Ni 6.5 28 1.1 1 � 10�4 6.07 EAM (Williams 2006 [118],
Mendelev 2008 [171])

Cu 6.5 29 1.1 1 � 10�4 4.23
Ag 6.5 47 1.1 1 � 10�4 2.69
Al 6.5 13 1.1 1 � 10�4 1.93
Pd 6.5 46 1.1 1 � 10�4 5.97
Pt 6.5 78 1.1 1 � 10�4 5.79
Au 6.5 79 1.1 1 � 10�4 4.38
Pb 6.5 82 1.1 1 � 10�4 1.19

Pei(2015)[166]
Twin boundaries ahead of edge thru-
thickness-crack

Cu 6.5 29 0.5 1 � 10�4 4.51 EAM (Mishin 2001 [169])

Cu 6.5 29 1.1 1 � 10�4 4.51
Cu 6.5 29 2 1 � 10�4 4.51
Cu 6.5 29 10 1 � 10�4 4.51
Cu 6.5 29 30 1 � 10�4 4.51
Cu 6.5 29 40 1 � 10�4 7.25
Cu 6.5 29 60 1 � 10�4 7.96

Li(2015)[162]
[010], center spherical-void

Ni 3.52 28 0 2 � 10�4 14.92 EAM (Mishin 1999 [150])

Center rectangular thru-thickness-
crack; width 0.7 nm

Ni 3.52 28 0 2 � 10�4 13.49

Chandra(2016)[167]
[010], edge rectangular thru-thick-
ness-crack; width 1.5 nm

Al 5.5 13 1 1 � 10�4 4.30 EAM (Mishin 1999 [150])

Fang(2016)[168]
[001], edge rectangular thru-thick-
ness-crack

Al 6.08 13 50 1 � 10�3 1.52 EAM (Mendelev 2008 [171])

Wang(2017)[87100], center cylindrical-
void

Ni 10.56 28 300 5 � 10�4 7.17 EAM (Mishin 1999 [150])

Fig. 2. (a) Schematic showing the strength of the metals ranging from single crystal to ultra-fine grain metals. The numbers along the curve represent the following. 1 - Single
crystal, 2 – Single crystal with defects, 3 – Polycrystal, 4 – Processed metals, and 5 – Severely deformed metals. (b) Data points of strength of various metals collected from the
literature are presented. The filled shapes represent data points from MD simulation results (is discussed in this article) and unfilled shapes represent data points from
experimental results. The experimental tensile strength values are taken from the articles [68–74]. The red-colored regions represent single crystal configurations with
various defects and nanocrystalline configurations studied using atomistic techniques (is discussed in this article). The blue-colored region represents structural materials.
The subplot in Fig. 2b is a zoomed area of the polycrystal region. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)
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Fig. 3. Schematic illustrating the method of atomistic tensile test. (a) Movement of frozen layers of atoms by pulling, and (b) squeezing the simulation box throughout its
length to simulate the atomistic tensile test. The solid arrows indicate the direction of applied force/strain and the dotted arrows indicate the direction of the developed
response.
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V is the volume, m is the mass, v is the velocity of an atom, r1i, r2i,
r3i, r4i, rki, and rfi are the positions of the atoms and F1j, F2j, F3j, F4j,
Fkj, and Ffj are the forces on the atoms. The virial stress is equivalent
to Cauchy stress which makes virial stress be used in MD simula-
tions. The strain along the loading direction is calculated using
the initial length Lð0Þ and instantaneous length LðtÞ at time t as
e tð Þ ¼ ðL tð Þ � Lð0ÞÞ=Lð0Þ. The temperature is maintained by a ther-
mostat and the rate of deformation is controlled by the rate of
change of box dimension. Since deformation is a dynamic process
(NEMD), the stress–strain behavior changes as the system evolve
obeying Newton’s law.

The uniaxial test is a simple test fromwhich important mechan-
ical properties can be derived [33]. There are two common meth-
ods of doing the atomistic uniaxial tests at the nanoscale level
using MD technique [10]. Fig. 3 illustrates the method of atomistic
tensile tests with schematic images. Few layers of atoms on the top
and bottom are frozen and pulled apart (as shown by the solid
arrow in Fig. 3a) to resemble the tensile test [12,80]. The non-
periodic boundary condition is applied to the loading direction
and periodic boundary condition (PBC) is applied to the other
two directions. The direction of the movement of the frozen layers
of the atom is reversed to compress the material. After each move-
ment step of the frozen layers of atoms, the atoms within the fro-
zen layers are allowed to evolve using NVE ensemble. In a tensile
simulation, atoms evolve by moving away from each other causing
necking and failure of the material [12,81,82]. Fracture studies in
the presence of crack use this method (Fig. 3a). Another method
(Fig. 3b) is to squeeze the material throughout its length which
leads to elongation along the other direction (as represented by
the dotted arrows). This is done by constantly squeezing the mate-
rial and using NPT ensemble [22] to move the atoms by Newton’s
law. This can also be visualized as a change in the box size to
10
deform the material. PBC is applied in all directions. The interac-
tion of dislocation with other dislocations, GB/interfaces, and pre-
cipitates are usually studied using this method. Necking is not
observed in this method. There are similar works using NVT
ensemble [57]. The rate of movement of the fixed layer of atoms
or the rate of squeezing determines the strain rate. Boundary con-
ditions play an important role in determining the mechanical prop-
erties in MD simulations. Non-PBC creates surfaces that act as
nucleation sites for dislocations due to which the mechanical stress
value required for dislocation nucleation is lower than when PBC
was used [24]. These surfaces add extra energy to the configura-
tions. These surfaces and non-PBC should be avoided while mini-
mizing GBs and finding GB energy. In configurations with crack,
the surfaces act as stress-rising areas along with the crack tip. In
simulations with PBC, the mobile dislocation exit at the simulation
box (say, at -x) and re-enter again into the simulation box (say, at
+x), thus adding to the dislocation density calculation. In simula-
tions with non-PBC, the mobile dislocation exit at the simulation
box creating a step.

The initial strain contributes to the elastic stretching of bonds of
the atoms [8]. Beyond an increase in the interatomic distance, the
materials enter plasticity, but still maintaining a linear stress–
strain relationship. There is no yield point seen in most of the stud-
ied atomistic configurations due to them either being defect-free or
having a relatively smaller number of defects, impurities, and pre-
cipitates as compared to real-life materials. The absence of yield
point is also due to the high strain rates obtained during the sim-
ulation. Thus the maximum stress value is preferably used over the
yield stress [53]. Apart from this, there are various other properties
(Young’s modulus, shear stress, defect nucleation stress) which can
be determined in a uniaxial simulation. The maximum stress dur-
ing uniaxial simulation can be assumed to be the ultimate strength
(referred here as simply strength) of the metals. The component of
pressure tensor value (Pij in equation (9)) or the component of
stress tensor value (rij in equation (10)) averaged over the number
of atoms in the system can be used to calculate the stress value of
the system. This value is plotted against the normal strain
(e tð Þ ¼ ðL tð Þ � Lð0ÞÞ=Lð0Þ) to get the stress–strain behavior of the
configuration. The maximum value of this stress achieved during
simulation is referred to as ‘maximum stress’. After the point of
maximum stress, the potential energy of the system drops simulta-
neously as the stress drops, showing the formation and growth of
voids, which was considered as failure in one of the works [53]. The



Fig. 4. Flow chart showing the outline of the current article.

Fig. 5. The stress–strain plot of Ni configurations in uniaxial simulations. (a) Single crystal after initiation of necking. Reproduced with permission from reference [57]. (b)
Point of dislocation nucleation in a single crystal with cylindrical void configuration. Atoms around the void and dislocation are only shown. Reproduced with permission
from reference [87]. (c) Nanocrystalline with twin boundary spacing (TBS) of 1.22 nm. Atoms are colored using values of Von Mises shear strain. Reproduced with permission
from reference [88].
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difference in potential energy can be attributed to energy barriers
for dislocation nucleation from a void or a crack tip or GB [83]. In
earlier work, change in pair distribution function gðrÞ was consid-
ered as failure of the material [22]. Initial characterization of the
atomic arrangement was done using gðrÞ and then using common
neighbor analysis (CNA). Using CNA as base, Stukowski came up
with technique to characterize defects [66,67]. One of which is dis-
location extraction algorithm (DXA) [84] implemented in Open
Visualization Tool (OVITO) [85] used to characterize dislocations.
Another important visualization tool is Atomeye [86].

Atomistic uniaxial simulations have been used to study sin-
gle crystal deformation, crack initiation and propagation, dislo-
cation nucleation from void/crack and GB, and dislocation
interaction with interfaces. The outline of reviewed topics
related to deformation behavior using atomistic uniaxial simula-
11
tions in this current article is shown in Fig. 4. Section 3.1. deals
with the deformation of single crystal configuration. Schmid and
non-Schmid factors influence initial slip in the crystal, but it is
discussed along with topics dealing with partial and perfect dis-
locations slip. As the formation of partial and perfect disloca-
tions and twin in a single crystal is similar to their nucleation
from the crack tip, it is also explained with figures in Section 3.3.
Section 3.2 deals with dislocation and GB slip in GB/interface
and nanocrystalline configurations. Section 3.3 deals with nucle-
ation of dislocations and twin from void/crack configurations.
Section 3.4 deals with nanocrystalline configurations having
void/crack with and without GB. GB-void/crack interaction is
complex as compared to the configurations in previous sections
and here the prediction of initial deformation behavior is
presented.



Fig. 6. The maximum stress values of single crystal configurations during uniaxial simulations. (a) The size of the circles corresponds to the temperature during simulations.
The smaller circles correspond to the simulation carried out at a lower temperature and that of the larger circles at a higher temperature. The color of the circles corresponds
to the logarithm of the strain rate (ps�1). The maximum stress values of Mg, Ti, Ni, Cu, W, Pt, and Au are plotted as a function of (b) temperature and (c) strain rate. The values
in the brackets in the legends of Fig. 6b and 6c represent the strain rates and temperatures of the simulations respectively.
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One such set of atomistic uniaxial simulations shows the
stress–strain plot of single crystal, void, and GB/interface configu-
rations in Ni system at 300 K in Fig. 5 [57]. The stress–strain data
points were collected from various literature sources at a common
temperature of 300 K and almost near values of strain rate for Ni
configurations. Single crystal configuration pulled at a strain rate
of 5 � 10�4 ps�1 showed the highest maximum stress value. Point
‘a’ shows the configuration after necking has started. Single crystal
with center cylindrical void configuration pulled at a strain rate of
5 � 10�4 ps�1 showed a lower maximum stress than that of the
single crystal configuration. Point ‘b’ shows the nucleation of a dis-
location from a void surface. Atoms immediately around the void
and dislocation are shown and remaining atoms are made invisible
for ease of visualization (Fig. 5b) [87]. Nanocrystalline configura-
tions with twins of different spacing within the grains under com-
pression at a strain rate of 10�3 ps�1 showed the least maximum
stress value in the plot [88]. Twin boundary spacings (TBS) of
1.22, 2.44, and 3.66 nm are plotted to show the effect of TBS. The
flow stress of the plotted TBS configurations is almost similar but
the configuration with TBS of 3.66 nm is higher than the rest of
TBS configurations. Point ‘c’ shows the intergranular damage
caused during compressive loading at a strain of 0.08. The atoms
are colored using Von Mises shear strain. The variation in maxi-
mum stress values of various configurations matches well with
12
the schematic illustration in Fig. 2. A detailed deformation beha-
viour of single crystal configurations in the presence of GBs/inter-
faces and voids/cracks is followed hereafter in the Sections 3.1 to
3.3.
3.1. Single crystal configurations

Deformation and processing of single crystals and nanocrystals
have gained interest in the application of structural, functional
[12,54], and electronic materials [61,82,89–91]. The first step
towards simulating the deformation of a single crystal configura-
tion is to choose an orientation and deformation condition such
as loading direction, temperature, and strain rate. Deformation of
single crystal along various crystallographic directions showed
that pulling along close-packed directions resulted in less strength
as compared to pulling along the less packed directions [24,56].
The simulations with loading directions as h100i for BCC and
FCC, and as h0001i for HCP are chosen from the literature. The
influence of aspect ratio on strength of single crystal nanowire is
observed [92] but it is not discussed in this article. Length does
not influence the strength of single crystal nanowires directly
while strength increases linearly with an increase in diameter
[93]. Table 1 lists the maximum stress values of various single crys-
tal configurations and their deformation conditions. Fig. 6a shows



Fig. 7. (a) Schmid and (b) Non-Schmid (normal) factors for different orientations in FCC crystal. Reproduced with permission from reference [24].

Fig. 8. Schematic illustration of the failure of single crystal configuration taking three distinct paths depending on the strain rate. Path I is a low strain rate case, path II is an
intermediate strain rate case and path III is a high strain rate case. The red-colored atoms represent frozen atoms and the blue-colored atoms represent mobile atoms, which
is similar to the configuration shown in Fig. 3a. Adapted with permission from [82]. Copyright (2007) American Chemical Society. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)
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the plot of maximum stress during uniaxial simulations (values
from table 1) and the atomic number of metallic systems. The max-
imum stress values of Mg, Ti, Ni, Cu, W, Pt, and Au are plottedas a
function of temperature and strain rate in Fig. 6b and 6c respec-
tively. The following are a few observations made from Table 1
and Fig. 6. A good range of temperature and strain rate for varied
metals were found in the literature, but there are still a lot of met-
als on which atomistic simulations are yet to be carried out. An
increase in the temperature decreases the strength (Fig. 6b) and
an increase in the strain rate increases the strength (Fig. 6c). This
13
shows the interplay of temperature and strain rate on the strength
of the single crystal configurations. More MD studies on the depen-
dence of strength on temperature and strain rate can be found in
these references [79,81,90,94,95]. In simulations done at 0 K, the
aim was to study the effect or behavor of a particular defect (such
as dislocation, GB, void/crack) devoid of any effect of temperature.
The aim of the simulations carried out at various temperatures was
to study the transition of properties with temperature. Deforma-
tion of platinum and iron nanowires showed a change from brittle
to ductile fracture when the temperature was increased [79,96].



Fig. 9. (a) Twinned region and SFs between the twin boundaries are marked. (b) Zoomed images of the twin boundary from the box in (a) show a matrix-twin orientation
relationship. (c) HCP to FCC transformation with orientation relationships shown in each phase with the partial dislocations at the phase interface. A schematic illustration of
the transformation is shown beneath the atomistic image. Reproduced with permission from reference [102].

Fig. 10. Deformation mechanisms of FCC nanowires modeled using two parameters
s1 and s2. Open symbols represent tensile along h100i, compression along h110i and
h111i loading conditions. Filled symbols represent compression along h100i, tensile
along h110i and h111i loading conditions. Three regions were marked as slip by full
dislocations (f-slip), slip by partial dislocations (p-slip), and twins. Reproduced with
permission from reference [135].
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Dislocation nucleation stress decreases as temperature increases
[97]. In BCC tungsten above 673 K, twin bands slip in two direc-
tions of 110f g planes as compared to the usually observed slip in
one direction in FCC metals [98]. Table 1 has the data from the fol-
lowing references [6,53,57,59,61,63,75,79,80,82,89,90,98–126].

3.1.1. Schmid and non-Schmid effects
Single crystals deform by the slip of atoms on a particular plane

and direction having the highest Schmid factor. Non-Schmid factor
also contributes to slip in certain cases [24]. MD simulations have
shown that the nucleation of partial and perfect dislocations in a
single crystal configuration is dependent on both Schmid and
non-Schmid (normal stress component) factors. Non-Schmid factor
has the same formulation as the Schmid factor but here the normal
stress component on the plane instead of the shear stress compo-
nent is considered. The normal stress to the glide plane is equal to
the non-Schmid factor multiplied by the externally applied stress.

The stress required for homogeneous nucleation of partial dislo-
cations in various oriented single crystal configurations is calcu-
lated using PBC in MD simulations. Non-PBC bring in a surface
effect that result in nucleation of dislocation from the surface,
something which is undesirable. The loading directions for various
single crystal orientations are shown as points in the standard
stereographic triangle with ½100�, ½110�, and ½111� as vertices
(Fig. 7) [24]. Values of Schmid and non-Schmid factors are shown
as a gradient of rainbow colors and values marked to them. Maxi-
mum Schmid and non-Schmid factors for FCC crystals of various
orientations were 0.5 and 0.65, respectively. This shows the contri-
bution of the non-Schmid factor to dislocation nucleation.

3.1.2. Strain rate effects
The initial stage of slip causes changes in the local atomic

arrangement. The behavior of the atoms on the slip plane is depen-
dent on the strain rate. Wang et al. [82] summarized the work of
Koh et al. [79,81] with different strain rate simulations showing
three distinct paths of failure, according to the local changes in
the atomic arrangement referred to as clusters (Fig. 8). A cluster
is a group of atoms with differing atomic arrangements or a differ-
ent number of neighbors than the original atomic configurations,
and is of a few nanometers in size. Fig. 8 shows that the failure
of a single crystal can take three paths depending on the strain rate
[82]. In all three paths, a small volume of the single crystal trans-
forms to clusters during the initial strain. With further straining,
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the system takes three different paths depending on the strain rate.
Part I is at lower strain rates where clusters slip on the preferred
plane and eventually fail at the central portion of the simulation
box. Path II is at intermediate strain rates, where clusters trans-
verse throughout the length of the nanowire and fail near the
end of the wire [127]. Path III is at higher strain rates where clus-
ters transform into an amorphous phase and then fail in the middle
part. This was later observed in titanium single crystal deformation
[107]. It can be seen that in a low strain rate (0.016% ps�1) simula-
tion, the atomic arrangement is ordered when compared to high
strain rate simulation (1.3% ps�1).

3.1.3. Movement of partial dislocations and twinning
From Wang and Koh’s work, there is evidence of change in

atomic arrangements during the uniaxial simulation. However,
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there was a lack of information on the nucleation of clusters and
the amorphous phase. Following them, researchers have attributed
the change in atomic arrangement to dislocations, twins, and phase
transformations [102,128,129]. There is a competition between
(partial and perfect) dislocations and twins, which is discussed at
the end of this section. Tschopp [24] showed the nucleation of par-
tial dislocations in single crystal copper. Some researchers have
attributed the atomic rearrangement to phase transformation
[128,130–132]. Ma et al. [98] showed phase transformation in
tungsten nanowire during tensile deformation. Ren et al. [102]
showed that the movement of partial dislocations in the twinning
region induced HCP to FCC transformation (Fig. 9a and 9b) with
orientation relationships of h0001ihcpjjh100ifcc , h01�10ihcpjjh0�11ifcc ,
and h2�1�10ihcpjjh011ifcc as seen in the Fig. 9c. Similar works on phase
transformation such as FCC ? BCC ? HCP [20], BCC ? HCP [131],
FCC ? HCP [128] can be found in the reference. The nucleation of
the twin embryo can be seen in the reference [102,107]. Rawat
et al. [64] observed that twinning does not evolve throughout
the simulation box, but wherever it does, it helps in phase transfor-
mation, which is similar to the observations of Ren et al. [102].
From the above results, it can be seen that if the deformation
mechanism in a single crystal configuration is through phase trans-
formation, then the configuration undergoes the following steps –
partial dislocation slip ? twin embryo ? twin growth ? phase
transformation. The leading partial dislocation can also combine
with its trailing partial dislocation to form a perfect dislocation
in a single crystal due to surface effect if the width of the stacking
fault (SF) is less than 19 nm [133]. The width of the simulation box
brings in the surface effect which affects the deformation mecha-
nism of the single crystal configurations. The width of the configu-
ration below which the strength increases with increase in width
and above which the strength decreases with increase in width is
called the critical width. So, it can be interpreted that a single crys-
tal with a width higher than the critical width allows partial dislo-
cations to form a twin embryo. It also requires the trailing partial
dislocation to be on a similar adjacent plane to the leading partial
dislocation to form a twin. Simulation box with width less than the
critical width undergoes the following step – partial dislocation
slip ? perfect dislocation slip and controlled by dislocation slip
as deformation mechanism. A similar mechanism is seen in the
crack configuration (Section 3.3) where the crack tip and its orien-
tation affect the mechanism.

Twinnability is the ability of the material to deform by twinning
rather than by slip [134]. Twinnability parameter could not be used
to explain the competition between (partial and perfect) disloca-
tions and twins because of its inability to distinguish perfect and
partial slip and twinning. Weinberger and Cai compiled the plastic-
ity of FCC nanowires showing the importance of SFEs in the nucle-
ation of dislocation and twin as shown in Fig. 10 [135]. They used
SFEs of intrinsic, unstable SFs and unstable twinning energy of var-
ious FCC metals to calculate the parameter s1 the ratio of critical
stress for the activation of partial slip to that for twinning. Along
with the SFE values, Schmid factors of partials are used to calculate
s2 the ratio of critical stress for perfect dislocation slip to that for
twinning. s1 and s2 parameters are intrinsic to the metal and have
a similar formulation to the twinnability parameter. The two
parameters s1 and s2 are formulated in terms of SFEs as:

s1 ¼ cUSF
cUT � cISF

ð11Þ

s2 ¼ cUSF � cISF
cUT � cISF

� Slead
Strail

ð12Þ

where cISF , cUSF , and cUT are the (intrinsic) SFE, unstable SFE, and
unstable twinning energy respectively. SFE can be calculated using
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ab initio calculations and molecular static simulations with the SF
structure modeled in the system. Both stable and unstable SF play
an important role in the deformation mechanism [136]. Slead and
Strail are the Schmid factors of the leading and trailing partial dislo-
cations which can be calculated using a method similar to that pro-
posed by Tschopp [24]. Plotting those two parameters (s1 and s2)
showed three domains depending on the mechanism of deforma-
tion (Fig. 10). Domain f-slip denotes slip by perfect dislocations,
domain p-slip denotes slip by partial dislocations, domain twin
denotes twinning. Both parameters s1 and s2 need to be high for
twinning to occur. However, due to constraints from orientation
and loading factors, it is difficult for the formation of partial dislo-
cation (p-slip) and eventually twin. High SFE favors formation of
perfect (full) dislocation (f-slip) even though the Schmid factor does
not favor f-slip. The result shows that twinning is possible in com-
pression loading along h100i, and tensile loading along h110i and
h111i in FCC crystals, except in case of aluminum due to its high
SFE [137]. Copper is at the top and aluminum is at the bottom of
the twin domain, indicating the high probability of twinning in cop-
per due to its low SFE as compared to aluminum.

3.2. GB/interface configurations

3.2.1. Grain boundary type
GBs play an important role in strengthening materials. Their

strengthening efficiency depends on the GB type and arrangement
of atoms in the GBs [138,139]. GB types are characterized by the
tilt [139], twist [140], and twin [141] boundaries, where each of
these are defined by the symmetrical or asymmetrical angles the
grains make with the adjacent grain. The initial step is to model
the GB by finding the crystallographic orientations of the grains
[142] and decide the center of the grain. With these details, bicrys-
tals to polycrystals can be modeled [143–146]. The GB and
nanocrystalline configurations are equilibrated to get to a mini-
mum energy configuration. The equilibrated GB region consists
of structures that are different from usual unit cells in the grain.
The GB structures can be explained using seven Bernal structures
[147]. The structures can vary in the GB depending on the angle
of the tilt or twist or twin of the grains. The GB energy depends
on the GB structure. The maximum coincidence of lattice sites of
the two grains in the GB region creates low energy structures
and are referred to as coincident site lattice (CSL) GBs or R GBs.
Low angle GBs (LAGBs) and R GBs exhibit low GB energy and high
strength [139]. The maximum stress in the atomistic uniaxial sim-
ulation of GB configurations is seen during the nucleation of dislo-
cation from the GB structure. The equilibrated configuration before
deformation will have no or negligible stress. During deformation,
the kinetic energy of the atoms increases which contributes to the
virial stress calculation. The stress rises due to change in the num-
ber of neighboring atoms, bond breakage, dislocation generation,
and external applied strain or force. Thus, the calculated stress
includes the stress contributions from all the atoms including the
atoms at the GB and this stress increases slowly as the configura-
tion is strained. Fig. 11a shows the plot of the maximum stress of
GB/interface configurations during uniaxial simulations (values
from Table 2) and the atomic number of metallic systems. The
maximum stress values of Fe, Ni, and Au are plotted as a function
of GB spacing in Fig. 11b. Table 2 has the data from the following
references [88,113,118,123,141,148–150].

Deformation of bicrystal configurations can be used to study the
emission of partial and perfect dislocations from GBs [141,142].
During the deformation of GB configurations, the GB structure
changes at lattice sites where the number of neighboring atoms
changes (CNA) and symmetricity around the atomic sites reduces.
This loss in symmetry and the number of neighbors around each
atom in the GB structure is called dissociated structure. Equili-



Fig. 11. The maximum stress of GB/interface configurations during uniaxial simulations. (a) The size of the circles corresponds to the interspacing between the GB/interfaces
in the simulations. The smaller circle corresponds to the configurations with a lesser number of interfaces and that of the larger circle with a large number of interfaces. The
color of the circles corresponds to the logarithm of the strain rate (ps�1). (b) The maximum stress values of Fe, Ni, and Au are plotted as a function of GB spacing. The variation
in maximum stress values in Fe is due to the direction of pulling represented as parallel and perpendicular to the GB plane.

Fig. 12. Dislocations nucleation from copper GB configurations in an atomistic uniaxial simulation (a) R 11 GB and (b) R 171 GB configurations. Only the atoms in the GB
region and at dislocations nucleating from the GB are shown after CNA. The yellow-colored atoms represent the GB region and dislocation core. The blue-colored atoms
represent SFs. Reproduced with permission from reference [83]. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)
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brated non-CSL high angle GBs (HAGBs) can be assumed to have a
dissociated structure in the GB region [142]. Dislocations nucleate
from these dissociated structures at a particular stress value called
critical stress for dislocation nucleation. The critical stress required
to emit dislocations from a particular GB type is constant [151] and
is discussed in Section 3.4. HAGBs have dissociated structures,
which makes them high energy configurations. This causes them
to deform at lower strain and stress values, and so making the crit-
ical stress for dislocation nucleation low. LAGBs and R GBs have a
less dissociated structure as compared to HAGBs, thus making
them comparatively more difficult to deform. There were observa-
tions of R 3 GBs deforming at higher strains and the nucleation of
lattice dislocations occurring more willingly than that from the
HAGB [83]. Within all the R GBs, the R 3 GBs has the least GB
energy. Fig. 12 shows twoR GB configurations emitting dislocation
when pulled along Y-direction. The strain at the point of disloca-
tion nucleation is shown at the top left corner in the figure. It
can be seen that dislocation nucleation from R 11 GB happened
at 9.85% strain while the dislocation nucleation from R 171 GB
happened at 1% strain itself. The partial dislocations (observed as
16
creation of SFs) nucleating from R 11 GB and from R 171 GB can
be seen in Fig. 12a and 12b respectively.

3.2.2. Influence of boundary spacing
The difference in the deformation behavior of bicrystals and

nanocrystalline configurations is due to the difference in the GB/in-
terface interspacing distance. Grain size at the microscopic length
scale influences material strength through GB strengthening fol-
lowing the Hall-Petch equation. Researchers have shown an
inverse Hall-Petch relation in nanocrystalline configurations with
a change of deformation mechanism from dislocation activity to
GB sliding [152]. Deformation of nanocrystalline configurations
can be used to study intergranular and intragranular fracture
[145,153] (similar to Fig. 5c [88]), dislocation nucleation and activ-
ity, and GB deformation [152]. GBs act as nucleation sites for dislo-
cations and can thus be thought of as a source of dislocations. The
uniaxial stress–strain response and the maximum stress observed
during atomistic simulations of various materials with nanocrys-
talline configurations are governed by multiple factors such as tex-
ture, GB types and their number fraction, grain size, and the



Fig. 13. Schematic illustration of the atomistic deformation mechanism map of
nanocrystalline metals adapted from reference [76]. The red-colored region
represents theoretical strength, the pink-colored region represents the activity of
full dislocation (f-slip), the yellow-colored region represents the activity of partial
dislocation (p-slip), the blue-colored region represents GB deformation, and the
green-colored region represents the amorphous phase. The transition from one
mechanism to another is separated by black-colored lines. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
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number of grains within the simulation box [154]. The difference
in maximum stress during compression and tensile atomistic sim-
ulations in single crystal configurations arises due to asymmetry in
friction between the neighboring 112f g planes in BCC systems
[106,129]. Asymmetry in tension–compression in metals can also
be influenced by screw dislocations exhibiting non-planar struc-
ture [155,156]. However, in nanocrystalline configurations, along
with the above factors, grain size also influences the tension–com-
pression asymmetry [157]. The nucleation stress rn of a dislocation
inside a grain of size d is given by equation (13) [76]. In nano length
scale, the distance between the interfaces/GBs influence the mate-
rial strength but by a different deformation mechanism. The mech-
anism operating at nanoscale is given by equation (14) and
schematically shown in Fig. 13 [76].

rn ¼ r0 þ kffiffiffi
d

p ð13Þ
rn � 1
d

ð14Þ

Here r0 is the yield stress of single crystal and k is a constant
dependent on the GB strength. The nucleation stress is inversely
proportional to the grain size in nanocrystalline materials. To
demarcate the deformation mechanism at the nanoscale level,
the plot between resolved shear stress (r) and inverse grain size
(1=d) shows three regions depending on the value of grain size
and dislocation splitting distance (Fig. 13) [76]. Dislocation split-
ting into partials separated by a distance is denoted by
r ¼ r0

1�r=r1
[76], where r1 is the resolved shear stress when the

splitting distance of the partials becomes infinitely large and r0 is
the equilibrium splitting distance when the resolved shear stress
is zero. From the relation between r and r0, both these variables
can be used to compare with d. In nanoscale configurations, d
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can also be the interspacing distance between two interfaces or
GBs [141]. For all values of grain size, there exists a resolved shear
stress so high that it reaches theoretical shear strength (G=2p) of
the material (red-colored region in Fig. 13). When grain size is
reduced to nanosize but higher than the splitting distance, then
perfect dislocation slip (f-slip) can be observed in the region
(d > rÞ. The grain size is large enough to accommodate leading
and trailing partial dislocations and allowing the formation of per-
fect dislocation within the grain as seen in pink-colored region in
Fig. 13. When the grain size is reduced further d < r, partial dislo-
cation slip (p-slip) is prominent (yellow-colored region in Fig. 13).
The transition from perfect to partial dislocation slip is marked by
d ¼ r line. For d � r, the possibility of dislocation nucleation is low
and GB deformation becomes prominent which includes GB diffu-
sion and GB sliding (blue-colored region in Fig. 13). The transition
from dislocation slip to GB deformation is marked by rn � 1=d
line. For r0=d > 1, the configuration loses its crystallinity and
becomes amorphous and the concept of crystal plasticity fails
(green-colored region in Fig. 13).
3.3. Void/crack configurations

Voids and cracks cause catastrophic failure of structural materi-
als. Crack growth or failure is because of the rupture and breakage
of interatomic bonds [8]. The information about their initiation and
propagation within the grain or at the interface is important [7].
MD can be used to study the deformation of porous materials with
porosity at the nanoscale [158]. In a pristine configuration, the fail-
ure starts by nucleation of voids, their growth, and coalescence as
widely seen in ductile fracture[159]. In contrast, in brittle fracture,
the voids grow ahead of or with in the pre-existing crack causing
catastrophic failure [35]. Void can be differentiated from the crack,
in its formation, dimension, shape, and mode of failure caused by
them. Voids can be formed from vacancy clusters [160], at the
interface between the second particle and matrix, and ahead of
the crack tip [160,161] while cracks can be formed from voids
[87]. Voids are three-dimensional defects while crack surfaces in
most of the configurations are assumed to be planar defects [35].
Aghababaei et al. considered a spherical defect of 2 nm diameter
as void and a square region of 2 nm � 2 nm and an atomic layer
thick as crack [103] and a similar differentiation between void
and crack was presented by Li [162]. Under the same loading con-
ditions, the crack showed a higher growth rate than the void [162].
These are the differences found between the void and crack in the
literature. The characteristics of the void and crack configurations
are given in the first column of table 3. In crack configurations,
the maximum stress is observed just at crack blunting. The maxi-
mum stress of single crystal configurations in the presence of
void/crack during atomistic uniaxial simulations (values listed in
table 3) is plotted against the atomic number of various metals
in Fig. 14a. In Fig. 14a the void diameter and crack length are rep-
resented by the size of the circles. The larger circles sizes represent
configurations with large crack length or void diameter. The max-
imum stress values of Al, Ni, Cu, and Ta are plotted as a function of
void diameter or crack length, temperature, and strain rate in
Fig. 14b, 14c, and 14d respectively. It is seen that the configura-
tions with larger void/crack had less strength. Table 3 has data
from references [35,63,87,103,111,118,122,150,159–171].

The plastic zone around the void takes an annulus shape while
the butterfly-shaped plastic zone is observed around the crack tip
[172]. Dislocation emission from void or crack increases the tough-
ness. Dislocation emission is always seen in void configuration due
to the annulus shape of the plastic zone and thus inherent tough-
ening in the void configuration is observed. Dislocation emission or
cleavage mechanism of crack propagation depends on the orienta-



Fig. 14. The maximum stress of single crystal configurations in the presence of void/crack during uniaxial simulations. (a) The size of the circles corresponds to the void/crack
size. The smaller the circle the smaller the void/crack and vice versa. The color of the circles corresponds to the logarithm of the strain rate (ps�1). The maximum stress values
of Al, Ni, Cu, and Ta are plotted as a function of (b) void diameter or crack length (c) temperature and (d) strain rate. The values in the brackets in the legends of Fig. 14b and
14d represent the strain rates and temperatures of the simulations respectively.
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tion of the crystal [173] and microstructural features ahead of the
crack [165,166,174], thus changing the toughening mechanism.
Brittle cleavage fracture is observed if the angle between the crack
plane and the close-packed plane of the crystal is within 16

�
and

dislocation emission followed by ductile fracture is observed if
the same angle is between 16

�
and 90

�
[160]. When the aspect ratio

of the void changes, increase in void volume is observed; while
during crack blunting, increase in its length is observed [159]. Dis-
location loop emits from the void while dislocation line was
observed to emit along the surface of the crack tip [164]. Crack
blunting is observed due to the nucleation of dislocation, slip band,
phase transformation [139,175,176] or twinning [177,178] from
the crack tip [10,51,56,143].

The stress field at the crack tip is different during dislocation
nucleation and phase transformation ahead of the crack tip and
can be used to characterize the mechanism [179]. Using continuum
mechanics the prediction of the stress at the crack tip becomes dif-
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ficult, while atomistic studies have shown stress distribution from
the first atom at the crack tip [10,26,180]. The deformation of sin-
gle crystal configurations in the presence of a void of radius R is
illustrated in Fig. 15 [159]. The mechanism for dislocation nucle-
ation from the void is the same for spherical and cylindrical voids.
The deformation of configuration with a cylindrical void is also
shown in Fig. 5b [87]. First, dislocation nucleates at 45� with the
tangent (tangent is not shown in the figure) of the void, which is
the maximum shear stress (sm) plane (Fig. 15a, 15b, and Fig. 16).
Fig. 16 shows side and top view of dislocation nucleation from void
surface (initial void radius is 3.3 nm) from a MD simulation result
[159]. Further deformation bends the dislocation to form a loop
with radius R1 (Fig. 15c). The stress required to nucleate the dislo-
cation from the void consist of two components. One component
contributes (sa) during nucleation by creating surface step [181]
and the other component (sb) contributes during bowing [182] to
move it to a particular distance q.



Fig. 15. Schematic illustrations of single crystal configuration with void (sphere) of radius R emitting dislocation with burger vector b during the uniaxial simulation. (a) side
view showing nucleation of dislocation at 45�with the tangent (tangent is not shown in the figure) of the void which is the maximum shear stress (sm) plane, (b) top view, (c)
top view of the void showing the formation of dislocation loop of radius R1 by creating a surface step with energy c. Reproduced with permission from reference[159]. (d)
Ruestes schematically showed the reason for the curving of the nucleated dislocation from the void [183]. Dislocations moving on 110f g planes with common burger vector b
combine to slip on 112f g plane. The screw part of the dislocation cross-slips and forms a loop. Reproduced with permission from reference [183].

Fig. 16. (a) Side and (b) top views of dislocation loop initiation from the void surface in tantalum. The initial void radius is 3.3 nm. Shear stress direction is shown in the side
view (a). Immediate atoms around void and dislocations are shown. Atoms are colored as per the distance away from the void center. Reproduced with permission from
reference [159].
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sa ¼ 2c
pqb

ð15Þ

sb ¼ Gbð2� mÞ
4p 1� mð ÞR1

ln
8mR1

e2qb
ð16Þ

c is the surface energy per unit area creating a step for dislocation
with burger vector b, G is the shear modulus, m is the Poisson ratio
in a particular direction, m is a contact depending on the type of
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loops, and e is the exponential function [182]. Tang [159] showed
using MD simulation that R1 ¼ R=2. Formation of loop from void
in BCC is schematically illustrated by Ruestes [183] in Fig. 15d. Dis-
locations on the 110f g planes with common burger vector b com-
bine to slip on the 112f g planes. The screw part of the dislocation
can cross-slip and form a loop. The first component (sa) doesn’t
depend on the void size and so the stress required to nucleate the
dislocation is almost same when the void size is less than 10 nm.
When the void size is less than ~ 0.5 nm, heterogeneous nucleation



Fig. 17. (a-d) Crack-tip activity in FCC metals. (a) Nucleation of leading partial dislocation from the crack tip leaving behind a fault. (b) Nucleation of trailing partial
dislocation on the same plane as the leading partial dislocation in (a) to form perfect dislocation. (c) If the trailing partial dislocation nucleates from the immediate adjacent
similar plane to the leading partial dislocation then the twin embryo is formed. (d) If the trailing partial dislocation is on a different plane to the leading partial dislocation
then two SFs are formed. FCC atoms are removed to show partial dislocations, twin, and SFs after CNA. White-colored atoms are immediately surrounding the crack and red-
colored atoms are HCP atoms as per CNA. Reproduced with permission from reference [178]. (e) Crack-tip activity in HCP Zr. Nucleation of dislocation from the crack tip.
Enlarged visualization of propagating dislocation is shown inside figure (e). The atoms are colored after CNA as red for HCP atoms and blue for atoms other than HCP.
Reproduced with permission from reference [187]. (f) Crack-tip activity in BCC Fe. Nucleation of twin from the crack tip. The arrows indicate the orientations of parent crystal
and twin. The atoms are colored after CNA as blue for BCC atoms and white for atoms other than BCC. Reproduced with permission from reference [139]. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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of partials or faults were observed with increased stress. Between
void size 10 and 100 nm, the stress required to nucleate dislocation
decreases as void size increases. Above 100 nm, multiple nucleation
of dislocation occur with rapid void growth [184].

In the process of nucleation of a twin from the crack tip, the ini-
tial step is the nucleation of the leading partial dislocation from the
crack tip leaving behind a SF (Fig. 17a). If the trailing partial dislo-
cation is on the same plane as the leading partial dislocation, they
combine to form perfect dislocation [185] (Fig. 17b). If the trailing
partial dislocation is on the adjacent plane to the leading partial
dislocation, then this creates a twin embryo [178] (Fig. 17c). For-
mation of twins from the crack tip can inhibit further crack growth
[186] thus increasing the critical stress for crack propagation. A
similar process of nucleation of twins is observed in single crystal
configurations (Section 3.1). If the trailing partial dislocation is on a
different plane than the leading partial dislocation, then it creates
two SFs as in Fig. 17d. A similar observation is seen in the R 11 GB
configuration emitting SFs in Fig. 12a. Nucleation of dislocation
from the crack tip in HCP Zr follows a similar process as above as
seen in Fig. 17e [187]. The twinned region from the crack tip in
BCC Fe at an advanced stage is shown in Fig. 17f [139]. The
advanced stage of deformation twinning involves nucleation of
consecutive partial dislocations from the crack tip which helps
the twin embryo to grow along its width and length directions.
The selection of the nucleation plane of trailing partial dislocation
depends on the crack tip and orientation.

Apart from the nanoscale deformation mechanism formulated
as above, there is a conventional energy release rate formulation
during crack propagation used in MD simulations
20
[26,35,97,160,188]. The change in the potential energy of the sys-
tem is attributed to the energy release rate. A similar formulation
is applicable for a crack emitting dislocation. Rice introduced the
concept of J-integral for nucleation of dislocation from crack tip
[189]. The energy required for nucleation of dislocation (Jnucl) from
crack tip in FCC metals is given by

Jnucl ¼
8cUSF

1þ coshð Þsin2h
ð17Þ

where cUSF is the unstable SFE and h is the angle between the nucle-
ating dislocation plane and crack plane. In general, for all metals,
Rice gave the criteria for predicting the competition between dislo-
cation nucleation from the crack tip and surface cleavage due to
crack [189,190]. The energy required for the onset of crack propaga-
tion is the energy required for surface cleavage, Jc ¼ 2cs where cs is
the surface energy per unit area of the plane. If Jc < Jnucl, surface
cleavage is energetically favourable and vice versa. In the process
of surface cleavage, the crack propagates along close packed planes
[191]. Rice proposed a critical stress intensity factor for dislocation
emission from crack tip under mode I, KIe as

KIe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2GcUSF=ð1� mÞp
sin h

2 cos
2 h
2

ð18Þ

The loss of hyperbolicity criterion can also be used to track the
crack propagation direction where the strain-softening of the
material is observed at the point of tangent modulus losing its pos-
itive slope [192]. Talebi et al. [38] used the loss of hyperbolicity cri-
terion in PERMIX, an open-source software framework which can



Fig. 18. Schematic illustration of crack propagation through (a) tilt and (c) twist GBs in GB-crack configurations. The interaction of crack with tilt GB in BCC Fe (b), and twist
GB in FCC Al (d), shows dislocation nucleation from GB. In (a, c) the green-colored region is the crack propagation plane in grain 1, the blue-colored region is the GB plane and
the red-colored region is the possible crack propagation plane in grain 2 and (a) tilt or (c) twist of the plane in grain 2 with respect to the same plane in the grain 1. In (a) the
tilt of grain 2 is about Y-axis and in (c) the twist of grain 2 is about X-axis. In (b) the GB and crack surface are grey-colored and nucleating dislocation from GB is green-colored.
The atoms are made invisible to visualize the dislocation after DXA. Reproduced with permission from reference [139]. In (d) the atoms are colored as per their
centrosymmetry parameter value and the pristine FCC atoms are made invisible. Reproduced with permission from reference [195]. GB, crack, and dislocation are named in or
near their entities. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 19. Schematic illustration of the behavior of a void in the nanocrystalline configuration. (a) The void radius is smaller than the grain size. Dislocation (D) nucleates from
the void (V). (b) The void radius is less than but close to the grain size. The region of nucleation of dislocation either from GB or void depends on the GB structure and void
radius and is illustrated in Fig. 20. (c) Void size is larger than the grain size or touching the GB. Dislocation nucleates from the interaction region of GB and void. The characters
in the image represent D – Dislocation, V – Void.
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handle both atomistic and finite elements to study multiscale
modeling of fracture. The multiscale model in PERMIX considers
an atomistic model near the crack region. Budarapu et al. [37] val-
idated the multiscale model using two-dimension and three-
dimension crack growth.
3.4. GB-void/crack Configurations

The complexity of the problem increases while dealing with
configurations with more than one type of defect. GB configura-
tions may increase or decrease the strength depending on the type
of GB, the direction of loading, and GB spacing (Fig. 11). In GB con-
21
figurations, the presence of crack decreases the strength and initi-
ates failure sooner than the configurations without crack
[139,187,193]. A conclusion based on the strength of the configura-
tions with GB and crack in various metals is difficult as there are
several factors such as GB types and crack size and orientation
influencing the strength of the material. However, they help in
understanding the interaction of crack with GB and resistance of
crack propagation or dislocation nucleation from the crack tip. In
the case of crack propagation with the nucleation of dislocation
from the crack tip, the dislocation interacts with the GB. This inter-
action could lead to a change in the GB structure resulting in a
decrease in the strength and critical stress for dislocation nucle-



A. Kedharnath, R. Kapoor and A. Sarkar Computers and Structures 254 (2021) 106614
ation from the GB. This also helps in the crack growth in the GB
vicinity. Crack propagation is faster through GB where its structure
is amorphous. The resistance to crack propagation is larger in twist
GBs than in tilt GBs [168]. The twist angle of the GB configurations
determines whether the crack propagation is through or along the
GB plane [194]. Schematic illustration of crack propagation
through tilt and twist GBs is shown in Fig. 18a and 18c [168].
The green-colored region is the crack propagation plane in grain
1, the blue-colored region is the GB plane and the red-colored
region is the possible crack propagation plane in grain 2. In
Fig. 18a tilt of grain 2 is about Y-axis and in Fig. 18c twist of grain
2 is about X-axis. Dislocation or crack propagation from grain 1 to 2
through GB depends on the orientation of the crack plane (red-
colored region) in grain 2. When the tilt or twist angle is less than
15�, dislocation migration from its LAGB plane is observed irre-
spective of the tilt and twist GB configurations [139,168]. For the
misorientation angle greater than 15�, the crack growth rate in tilt
GB configuration is higher than that of the twist GB configuration
[168]. The initial interaction of crack and GB dissociates the GB
structure aiding dislocation nucleation from GB. In tilt GB configu-
ration, the possibility of nucleating a perfect dislocation is higher
than in twist GB configurations as seen in Fig. 18b and d respec-
tively. In tilt GB configuration, the nucleation site of dislocation
is at the interaction of crack and GB [139], while in twist GB con-
figuration, the nucleation of partial dislocation is 1.2 nm away
from the interaction site of crack and GB as seen by Chandra
et al. [195]. The extent of dissociation of the GB structure is more
in twist than in tilt grain boundaries. So, the crack propagates in
the GB region (twist configuration) and the crack plane is changed
which decreases the crack growth rate. In case of dislocation prop-
agation through the GB plane, tilt GB configurations allow disloca-
tion propagation in the next grain without altering its type while in
twist GB configurations dislocation composes of sessile and glissile
Fig. 20. Schematic illustration of regions with the possibilities of dislocation
nucleation in GB-crack configuration. Straight lines represent a border between
distinct GB types classified based on the critical stress for dislocation nucleation
from GB and a blue-colored curve represents that of the void. The blue-colored
curve also represents the critical radius of the void Rc . The regions are colored
depending on the requirement of critical stress for dislocation nucleation. The red-
colored region represents configuration with no GB, possibly single crystal with
voids of all sizes can nucleate dislocation. The yellow-colored region represents
dislocation nucleation from LAGBs. The green-colored region represents dislocation
nucleation from HAGBs but non-R GBs. The white-colored region represents other
GBs that have less critical stress for dislocation nucleation. The blue-colored region
represents dislocation nucleation from the void. The dotted lines show that GB has
no effect in this region. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

22
types [194]. Sessile dislocation also contributes to the hindrance of
crack growth.

Dislocation nucleation from a void in single crystal configura-
tion is already detailed in Section 3.3 using Figs. 15 and 16. In con-
figurations with both GB and void, there is a competition between
GB and void for nucleation of dislocation. Jing et al. proposed a cri-
terion based on critical stress for the growth of a void in nanocrys-
talline configuration [151]. In nanocrystalline configurations with
small voids within a larger grain, the initial deformation is similar
to that of a void in single crystal configuration as schematically
shown in Fig. 19a. The void emits a dislocation which interacts
with the GB. Depending on the type of the GB, dislocation propa-
gates on the slip plane of the adjacent grain. The void growth rate
is minimum in this type of configuration. In configurations with
larger voids touching the GBs, dislocations are emitted at the
region where the void and GB meet as schematically shown in
Fig. 19c. The void growth rate is higher in this type of configura-
tion. Void size also affects the maximum stress achieved during
uniaxial deformation. Shang et al. [196] showed that a small void
(radius less than 0.5 nm) at the GB plane had higher maximum
stress than that of the GB configuration without void during the
tensile simulation. This phenomenon was also reported by Tang
et al. [159] in single crystal configuration with a void radius of less
than 0.5 nm. In case if the void size is smaller than the grain size
and doesn’t touch the GB (Fig. 19b), then there exists a critical void
size radius Rc in grain of size d, at which the behaviour transforms
from dislocation emission from GB to dislocation emission from
void. For void sizes below Rc , emission of dislocation will be from
GB. The critical stress required for dislocation emission, r from
the void of radius R in nanocrystalline configuration is given by
the equation [151]:

r ¼
A2 þ d2
h i2

2dA
sc þ Gb2

pRð1� mÞ
AðA4 þ 0:25Þ

ðA2 þ 0:5Þ2ðA4 � 0:25Þ

" #
ð19Þ
A ¼ qbþ R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2

p
R

ð20Þ

where G is the shear modulus, m is the Poisson’s ratio, b is the mag-
nitude of Burger vector of the emitted dislocation, sc is the critical
resolved shear stress, d is a parameter dependent on the distance
from the void to the emitted dislocation, and q is a material-
dependent parameter and can take values of 1, 1.5, or 2.

R ¼ Rc when the critical stress required for dislocation emission
from void equals the critical stress required for dislocation emis-
sion from GB. The critical stress required for dislocation emission
from GB is constant for a particular GB type. For R > Rc , the dislo-
cation emission from the void becomes energetically favorable. The
schematic illustration of regions with the possibilities of disloca-
tion nucleation in GB-void configuration is shown in Fig. 20
[151]. Fig. 20 is a plot between critical stress required for disloca-
tion nucleation for different GB configurations and void radius. The
horizontal straight lines represent the critical stress for dislocation
nucleation from GB. The blue-colored curve demarcates the regime
where dislocations nucleate from GB and that where dislocations
nucleate from voids (equation (19)). The red-colored region repre-
sents configuration with no GB (GB energy is zero), possibly a sin-
gle crystal with voids of all sizes can nucleate dislocation.
However, void radius less than 0.5 nm requires high stress for dis-
location nucleation almost equal to the shear stress in a pristine
configuration. Assuming the critical stress required for dislocation
nucleation from GB is directly proportional to the maximum stress
during uniaxial simulation, LAGBs and R 3 GBs exhibiting low GB
energy have high critical stress for dislocation nucleation. In con-
figurations with low GB energy, most of the void sizes nucleate dis-
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locations as Rc shifts to the left in the plot in Fig. 20. The green-
colored region represents non-CSL HAGBs. Dislocations nucleate
from dissociated structures of the GB region. As HAGBs have a
higher dissociated structure than that of R GBs, they tend to have
lower critical stress required for dislocation nucleation and multi-
ple dislocation nucleation sites exist along the GB plane. The
white-colored region in Fig. 20 represents other GBs that have less
critical stress for dislocation nucleation and have not been quanti-
fied yet. The blue-colored region represents dislocation nucleation
from the void. The above explanation is from the perspective of the
various GBs. From the perspective of various void sizes, there exists
a critical void radius which is the intersection of the void curve and
GB line in Fig. 20. Below the critical radius, dislocation nucleation
from GB is favored.

4. Summary and conclusion

This article has detailed the deformation behavior of various
configurations based on the defects (dislocation, void, crack, GB)
carried out using MD technique in the past few decades. This arti-
cle has summarized results from simulation having h100i for FCC
and BCC, and h0001i for HCP as the loading direction for single
crystals and void/crack configurations. There are studies with other
crystallographic directions as loading directions which have not
been covered in this article [6,35]. The dimensions of the simula-
tion box also influence the dislocation nucleation and strength
[133,197,198], however, this has not been discussed in this article.
The maximum stress values during atomistic uniaxial simulations
were tabulated and plotted to show the effect of temperature and
strain rate on single crystal, GB/interface, and void/crack. The avail-
able data from the literature (Tables 1-3, Figs. 6, 11, and 14) match
well with the data shown in Fig. 2 of the maximum stress values
following the order: single crystal configurations > GB/interface
configurations > crack configurations. One set of simulations with
various defect configurations with common temperature and
strain rate is shown in Fig. 5 to visualize stress–strain response.
Deformation of single crystal configurations is characterized by
nucleation of dislocations from the surface [89,135,199–203] while
that of GB configurations showed nucleation from dissociated
structures (low symmetry structure and less number of neighbors
around atoms in the GB region) in the GBs [142] and the crack con-
figurations showed nucleation from crack tip [176]. Nucleating dis-
locations can be partial or perfect depending on the surface
roughness in single crystal configuration [135], GB type in GB con-
figuration, and crack tip orientation and sharpness in the crack
configuration. Deformation twins form as a result of the movement
of partial dislocations [159]. Single crystal with a crack increases
the complexity of the interaction of dislocation with the free sur-
face. The cross-over of complexity happens in the nanocrystalline
configurations with voids or cracks. However, the initial deforma-
tion mechanism can be predicted by identifying the entity (GB or
void) emitting the first dislocation.

Some of the advancements and outputs from MD simulations
are listed:

1. Deformation of metals involves slip on the preferred slip system
based on Schmid’s law. There is also the normal stress to the
glide plane (non-Schmid factor) which affects dislocation
nucleation.

2. Strain rate determines the axial location of failure in nanowires
during tensile loading.

3. SFE contributes to the nucleation of dislocation or twin in single
crystal configurations, GB configurations, and void/crack config-
urations. The competition between nucleation of partial and
perfect dislocations and twins in single crystal configuration is
23
influenced by a geometric factor (critical width of the simula-
tion box) and SFE along with temperature and loading condi-
tions. The material with low SFE has a high possibility of
twinning. In crack configurations, crack tip and orientation also
influence the nucleation of partial and perfect dislocation and
twin. J-integral and critical stress intensity factor in crack con-
figurations are also functions of SFE.

4. The formation of twin is observed after the trailing partial dis-
location nucleate on a similar adjacent plane to the leading par-
tial dislocation. Phase transformation is observed after the
movement of partial dislocation in the twinning region. These
observations are similar for single crystal and crack
configurations.

5. The dislocation nucleates from the dissociated structures of the
GB. The dislocation nucleation happens at lower stress and
strain values for HAGBs as compared to LAGBs and R GBs.

6. The strength of nanocrystalline configurations is inversely pro-
portional to the nanograin size. Its strength depends not only on
grain size but also on SFE and dislocation splitting distance,
which determines whether the deformation mechanism is dis-
location nucleation or GB sliding.

7. In configurations with GB and crack, the resistance to crack
propagation is larger in twist GBs than tilt GBs.

8. In configurations with GB and void, the GB structure, its energy,
and the void radius play important roles in deciding whether
the dislocation nucleates at the GB or on the void surface.
Low GB energy configurations such as LAGBs and R GBs make
the void surface energetically favorable for dislocation nucle-
ation. LAGBs and R 3 GB require high critical stress to nucleate
dislocations during the uniaxial simulation.

The fundamental insights obtained from the classical molecular
dynamics simulation studies provided a reasonable understanding
of the intricate details of deformation micromechanisms in various
materials which are not readily available from the state-of-the-art
experimental techniques. Moreover, the information gained from
the atomistic simulation studies can also be utilized in developing
new materials with improved properties by incorporating grain
boundaries which exhibit superior crack resistance.
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